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# 摘要

离散数据(如文本)的对抗性攻击已被证明比连续数据(如图像)更具挑战性，因为用基于梯度的方法生成对抗性样本是很困难的。在文本的成功攻击方法中，通常会在字符或词的层面上采用启发式替换策略，这就需要在大量可能的替换组合空间中找到最优解，同时保持语义的一致性和语言的流畅性。在本文中，我们提出了**BERT-Attack**，这是一种高质量且有效的方法，可以使用BERT预先训练好的屏蔽语言模型来生成对抗性样本。我们将BERT与它的ﬁne-tuned模型和其他深度神经模式- els在下游任务中对立起来，这样我们就可以成功地完全误导目标模型来预测incor- rectly。我们的方法在成功率和扰动百分比上都优于最先进的攻击策略，同时生成的广告样本是开放的和语义预服务的。此外，计算成本低，因此可以进行大规模生成。代码可在[https://github.com/ LinyangLee/BERT-Attack](https://github.com/LinyangLee/BERT-Attack)。

# 介紹

尽管深度学习取得了成功，但最近的研究发现，这些神经网络容易受到对抗性样本的影响，这些样本是以对原始输入的微小扰动来制作的（[Goodfel- low等](#_bookmark25)，[2014](#_bookmark25)；[Kurakin等](#_bookmark28)，[2016](#_bookmark28)；[Chakraborty等](#_bookmark21)，[2018](#_bookmark21)）。也就是说，这些对抗性样本对人类法官来说是不可感知的，同时它们会误导神经网络做出错误的预测。因此，探索这些对抗性攻击方法是非常重要的，因为最终的目标是确保神经网络是高度可靠的。

*\** 通讯作者。

和鲁棒性。虽然在计算机视觉ﬁelds中，攻击策略及其防御对策都得到了很好的探索（[Chakraborty等](#_bookmark21)，[2018](#_bookmark21)），但由于语言的离散性，针对文本的对抗性攻击仍然具有挑战性。为文本生成对抗性样本需要具备这样的特质。(1)人类法官无法察觉，但对神经模型具有误导性；(2)在语法上是ﬂuent，在语义上与原始输入一致。

以前的方法主要基于speciﬁc规则制作对抗性样本（[Li等人](#_bookmark30)，[2018](#_bookmark30)；[Gao等人](#_bookmark23)，[2018](#_bookmark23)；[Yang等人](#_bookmark40)，[2018](#_bookmark40)；[Alzantot等人](#_bookmark18)，[2018](#_bookmark18)；[Ren等人](#_bookmark37)，[2019](#_bookmark37)；[Jin等人](#_bookmark27)，[2019](#_bookmark27)；[Zang等人](#_bookmark41)，[2020](#_bookmark41)）。因此，这些方法是difﬁcult guaran- tee ﬂuency和语义保存在生成的对抗性样本同时。另外，这些手工制作方法相当com- plicated。它们使用多个语言约束，如NER标记或POS标记。引入语境化的语言模型作为au- tomatic扰动生成器可以使这些规则设计变得更加容易。

最近兴起的预训练语言模型，如BERT（[Devlin等](#_bookmark22)，[2018](#_bookmark22)），将NLP任务的per- formances推向了一个新的水平。一方面，在下游任务上，ﬁne-tuned BERT 的强大能力使其更具挑战性，可以被敌意攻击（[Jin et al.](#_bookmark27) ，[2019](#_bookmark27)）。另一方面，BERT是在极大规模的无监督数据上预先训练的屏蔽语言模型，并且已经学会了通用的语言knowl- edge。因此，BERT有可能为输入文本生成更多ﬂuent和语义一致的substitu- tions。自然，BERT的这两个适当的关系促使我们探索用另一个BERT作为攻击者来攻击一个精确调整的BERT的可能性。

在本文中，我们提出了一种有效且高质量的对抗式样本生成方法。**BERT-Attack**，以BERT为语言模型。
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来生成对抗性样本。BERT-Attack的核心算法简单明了，包括两个阶段：在一个给定的目标模型的输入序列中寻找弱势词；然后以语义保护的方式应用BERT来生成弱势词的替代词。在BERT的能力下，扰动的产生要考虑周围的语境。在此前提下，扰动的生成是合理的。我们使用掩蔽的语言模型作为扰动生成器，并寻找能最大限度地降低错误预测风险的扰动([Goodfellow et al.](#_bookmark25) , [2014](#_bookmark25))。与以往需要传统的单方向语言模型作为约束的攻击策略不同，我们只需要in- ference一次语言模型作为扰动生成器，而不是在试错过程中反复使用语言模型对生成的对抗样本进行评分。

实验结果表明，与之前的方法相比，提出的BERT-Attack方法成功地骗过了其ﬁne-调整的下游模型，攻击成功率最高。同时，扰动百分比和查询次数大大降低，而语义保存率高。

总结一下我们的主要贡献：

我们提出了一种简单有效的方法，命名为**BERT-Attack**，以有效地生成能成功误导NLP中的最新模型的飞行和语义保存的对抗性样本，如用于各种下游任务的有限调谐BERT。

*●*

BERT-Attack与以往的攻击算法相比，在对目标模型的访问次数较少的情况下，具有更高的攻击成功率和更低的扰动百分比，同时不需要额外的评分模型ther- fore极其有效。

*●*

# 相关工作

为了探索神经网络的鲁棒性，人们广泛研究了针对连续数据（如图像）的逆向攻击（[Goodfellow等人](#_bookmark25)，[2014](#_bookmark25)；[Nguyen等人](#_bookmark34)，[2015](#_bookmark34)；[Chakraborty等人](#_bookmark21)，[2018](#_bookmark21)）。关键的想法是找到一个最小的扰动- bation，最大限度地提高做出错误预测的风险。这个最小化问题可以通过在图像的连续空间上应用梯度下降来轻松实现（[Miyato等](#_bookmark32)，[2017](#_bookmark32)）。

然而，针对文本等离散数据的对抗性攻击仍然具有挑战性。

## 文本的对抗性攻击

目前针对文本的成功攻击通常采用启发式规则来修改单词的字符（[Jin等](#_bookmark27)，[2019](#_bookmark27)），用同义词代替单词（[Ren等](#_bookmark37)，[2019](#_bookmark37)）。[Li 等](#_bookmark30)（[2018](#_bookmark30)）；[Gao 等](#_bookmark23)（[2018](#_bookmark23)）应用了基于单词 em- beddings 的扰动，如 Glove（[Pennington 等](#_bookmark35)，[2014](#_bookmark35)），它在语义和语法上并不严格协调。[Alzantot等](#_bookmark18)（[2018](#_bookmark18)）采用lan- guage模型对词嵌入空间中搜索近义词产生的扰动进行打分（[Mrksˇic´等](#_bookmark33)，[2016](#_bookmark33)），采用试错过程来寻找可能的扰动，然而产生的扰动仍然不具有语境意识，严重依赖词嵌入的余弦相似度mea- surement。手套嵌入不能保证相似向量空间与余弦相似性距离，因此扰动的语义一致性较差。[Jin等人](#_bookmark27)（[2019](#_bookmark27)）应用了一种语义增强的嵌入（[Mrksˇic´等人](#_bookmark33)，[2016](#_bookmark33)），它是不知道上下文的，因此与未扰动的输入不太一致。[Liang等人](#_bookmark31)（[2017](#_bookmark31)）使用短语级插入和删除，这就会产生与原始输入不一致的非自然句子，缺乏ﬂuency控制。为了预先服务于语义信息，[Glockner等](#_bookmark24)（[2018](#_bookmark24)）手动替换单词，以打破语言在推理系统（[Bowman等](#_bookmark19)，[2015](#_bookmark19)）。[Jia和Liang](#_bookmark26)([2017](#_bookmark26))提出了人工制作方法来At- tack机器阅读理解系统。[Lei等](#_bookmark29)（[2019](#_bookmark29)）引入使用嵌入过渡的替换策略。

虽然上述方法已经取得了良好的效果，但在扰动百分比、攻击成功率、语法正确性和语义一致性等方面仍有很大的改进空间。此外，这些方法的替换策略通常是非平凡的，导致它们被限制在speciﬁc任务中。

## 对BERT的对抗性攻击

预训练的语言模型已经成为许多NLP任务的主流。如（[Wal- lace等](#_bookmark38)，[2019](#_bookmark38)；[Jin等](#_bookmark27)，[2019](#_bookmark27)；[Pruthi等](#_bookmark36)，[2019](#_bookmark36)）等作品从很多不同的角度探讨了这些预训练语言模型。[Wallace等](#_bookmark38)（[2019](#_bookmark38)）探讨了预训练模型中学习知识可能存在的伦理问题。

# BERT-攻击

出于将BERT与BERT对立起来的有趣想法，我们提出了**BERT-Attack**，使用原始的BERT模型来制作对抗性的样本，以愚弄重新调整的BERT模型。

我们的方法包括两个步骤。(1)找出目标模型的易损词，然后...

(2)用语义相近、语法正确的词替换，直至攻击成功。

最脆弱的词是帮助目标模型做出判断的关键词。在这些词上的扰动可以在制作对抗性样本时发挥最大的作用。在确定了我们要替换的目标词后，我们使用掩蔽语言模型，根据掩蔽语言模型的top-K预测生成扰动。

## 寻找脆弱的词语

在黑盒方案下，目标模型（调整后的BERT或其他神经模型）输出的logit是我们能得到的唯一监督。我们首先选择序列中对最终输出logit有高signiﬁcance infuence的词。让*S* = [w0*, , wi* ]表示输入感性，*oy*(*S*)表示目标模型对正确标签*y的*对数输出，重要性为

*- · · · · ·*

分数*Iwi*被定义为

*Iwi* = *oy*(*S*) *. oy*(*S\wi* )*,* (1)

其中*Swi* = [w0*， ，wi*-l*，* [MASK]*，wi*＋l*，* ] 。

*- · · · · ·*

是将*wi*替换为[MASK]后的句子。

然后我们根据排名得分*Iwi从高到低对*所有单词进行排序，建立单词列表*L*，我们只取e%的最im-。

重要的词语，因为我们倾向于保持最小的扰动。

这个过程最大限度地提高了做出错误预测的风险，以前是通过在图像域中校准梯度来实现的。然后将问题表述为用语义一致的perturba- tions替换这些最脆弱的词。

## 通过BERT进行单词替换

在找出脆弱的词后，我们逐一迭代替换列表*L*中的词，以找出可能误导目标模型的per- turbations。前面的方法通常使用多个人工编写的

**生成的样品**

图1：我们替换策略的一步。
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规则，以确保生成的例子与原例子在语义上一致，语法上正确，如同义词词典（[Ren等](#_bookmark37)，[2019](#_bookmark37)）、POS检查器（[Jin等](#_bookmark27)，[2019](#_bookmark27)）、语义相似性检查器（[Jin等](#_bookmark27)，[2019](#_bookmark27)）等。[Alzantot等](#_bookmark18)（[2018](#_bookmark18)）应用传统的语言模型，在每一次替换一个词的时候，都会对受扰句子进行打分。

这些生成替代物的策略不知道替代物po- sitions之间的语境（通常使用语言模型来测试替代物），因此在语义一致性方面是不够的。更重要的是，使用语言模型或POS检查器对扰动样本进行打分的成本很高，因为这个试错过程需要大量的推理时间。

为了克服在嵌入空间中使用同义词或同义词缺乏语义控制和语义保存的问题，我们利用BERT进行词语替换。掩码语言模型的真实性保证了生成的句子是相对流利和语法正确的，同时也保留了大部分的语义信息，这些语义信息将在以后被人类评估者所确认。此外，与之前使用基于规则的扰动策略的方法相比，掩蔽语言模型的预测是上下文感知的，因此动态地搜索扰动，而不是简单的同义词替换。

不同于以往的方法，上下文化的扰动生成器只用一个for- ward pass就能生成最小的扰动，而不需要运行额外的神经模组来给句子打分，耗时的部分是只访问目标模型。在没有运行额外的神经模态对句子进行打分的情况下，耗时的部分只是访问目标模型。因此，这个过程是非常有效的。

**算法1** BERT-攻击

1：**程序**词重要性排序。

2: *S* = [w0*,* wl*,* ]// 输入：标记化句子

*- · · ·*

3:*Y*金标

*-*

4:**对于***wi*在*S***做**

5:利用公式[1](#_bookmark1)计算重要性得分*Iwi。*

6: 选择词表*L* = [*wtop*-l*, wtop*-2*, - - -*]

7://用*Iwi*对*S*进行降序排序，并收集*最前面的 。K*字

8：使用BERT进行更换的**程序。**

9: *H* = [h0*, , hn*]//子字标记化的*S*序列

*- · · ·*

10:用BERT生成所有子词的top-K候选词，得到*Pen×K。*

11:**for** *wj* in *L* **do**

12:**如果***wj*是一个完整的单词**，那么**

13:得到候选人*C* = *F ilter*(*P j*)

14:替换单词*wj*

15:**其他**

16:利用PPL排名和Filter得到候选人*C。*

17: 17:替换子词[*hj, - - - , hj*＋*t*] 18:寻找可能的对抗性样本 19:**对于C**中的*ck，***做到**

20: *S/* = [w0*, , WJ L, CK,* ]// 尝试

*- · · · · · ·-*

21:**if** argmax(*oy*(*S/* ))!= *Y* **那么**

22:***return*** *Sadv* = *S/* //成功攻击。

23:**其他**

24:**如果***OY*(*S/* )*<OY(SADV)***，那么。**

25: *Sadv* = [w0*, - - - , wj* -l*, c, - - -* ] //做一次扰动。

26:***返回*无**

因此，使用屏蔽语言模型作为上下文化的扰动生成器，可以是一种可能的解决方案，以有效地制作高质量的对抗性样本。

## 词语替换策略

如图 [1 所示](#_bookmark2)，给定一个要被替换的选词 *w*，我们应用 BERT 来预测与 *w* 相似却能误导目标模型的 pos- sible 词。我们没有遵循屏蔽语言模型的设置，而是不屏蔽选择词*w*，并使用原始序列作为输入，这可以产生更多语义一致的子代（[Zhou et al.](#_bookmark43) ，[2019](#_bookmark43)）。例如，给定一个序列*"I like the cat."*，如果我们屏蔽了*猫*这个词，那么屏蔽后的语言模型将很难预测原词*cat*，因为如果序列是*"I like the dog."，那么*它也可能是一样的ﬂuent。此外，如果我们屏蔽掉给定的单词*w*，对于每一次迭代，我们将不得不重新运行屏蔽语言模型预测过程，这是很昂贵的。

由于BERT使用字节对编码(BPE)，因此，我们可以通过以下方式来实现。

将序列*S*=[w0*， ，wi，*]标记成子词标记：*H*=[h0*，hl，*h2*，]*，我们需要将所选的词与其在BERT中对应的子词对齐。

让表示BERT模型，我们将标记化的序列*H*输入到BERT中，得到输出预测*P*= （*H*）。我们不使用argmax预测，而是在每个位置取最可能的*K个*预测，其中*K*是一个超参数。

*M*

*M*

*M*

*- · · ·*

*- · · · · ·*

我们通过单词impor- tance排序过程来迭代单词，以确定扰动。BERT模型使用BPE编码来构建词汇表。虽然大多数词仍然是单词，但罕见的词被标记为子词。因此，我们将单词和子词分开处理来生成替代词。

**单词** 对于一个单词*wj*，我们使用相应的top-K预测候选词*Pj进行尝试*。我们首先筛选出从NLTK中收集到的停顿词；对于情感分类，我们会使用相应的Top-K预测候选词Pj进行尝试。

tion任务，我们用同义词词典（[Mrksˇic´等](#_bookmark33)，[2016](#_bookmark33)）ﬁlter出反义词，因为BERT掩蔽语言模型不区分同义词和反义词。然后对于给定的candi- date *ck，*我们构建一个扰动序列*H/* = [h0*， ，hj*-l*，ck，hj*＋l ]。如果目标模型已经被愚弄得预测错误，我们就打破循环，得到最终的对抗样本*Hadv*；否则，我们就从ﬁltered候选人中选择一个最佳的扰动，然后转向词表*L*中的下一个词。

*- · · · · ·*

**子词** 对于一个在 BERT 中被标记为子词的词，我们无法直接获得其替代词。因此，我们利用子词组合的迷惑性，从子词层面的预测中寻找合适的替代词。给定单词*w*的子词[*h ，h ，------，h* ]，我们列出所有可能的

**Yelp** Review分类数据集，包含。继[Zhang等人](#_bookmark42)（[2015](#_bookmark42)）之后，我们对数据集进行处理，构建一个极性分类任务。

**IMDB**文档级的电影评论数据集，其中平均序列长度比Yelp数据集长。我们将数据集处理成极性分类任务[1](#_bookmark4)。

*●*

*●*

**AG的新闻**句子级别的新闻类型分类-ﬁcation数据集，包含4种类型的新闻。世界、体育、商业和科学。

*●*

**FAKE**假新闻分类数据集，从Kaggle假新闻挑战赛[2](#_bookmark5)中去检测一个新闻文档是否是假的。

*●*

## 自然语言推理

* + - * **SNLI**斯坦福语言推理任务（[Bow-。](#_bookmark19)

*lt*

预测*P*的组合

*et×K*

来自*M*,

[manetal.](#_bookmark19) , [2015](#_bookmark19)）。)给定一个前提和一个

假设，而目标是预测hy-。

即*Kt*子词组合，我们可以通过逆向BERT标记化过程将其还原为正常的词。我们将这些组合输入到BERT-MLM中，得到这些组合的困惑度。然后，我们对所有组合的困惑度进行排序，得到前K个组合，以确定合适的子词组合。

给定合适的扰动，我们用最有可能的扰动替换原词，并通过迭代重要性词排名列表来重复这个过程，从而找到最终的对抗性样本。通过这种方式，我们有效地获取了对抗性样本*Sadv*，因为我们只迭代了一次屏蔽语言模型，并且在没有其他检查策略的情况下使用屏蔽语言模型进行扰动。

我们在算法[1](#_bookmark3)中总结了两步BERT-Attack过程。

# 实验

## 数据集

我们将我们的方法应用于攻击不同类型的NLP任务，形式为文本分类和自然语言推理。按照[Jin等人](#_bookmark27)([2019](#_bookmark27))的要求，我们在给定任务的测试集中随机选取的1k个测试样本上评估我们的方法，这些样本与[Alzantot等人](#_bookmark18)([2018](#_bookmark18));[Jin等人](#_bookmark27)([2019](#_bookmark27))所使用的分割相同。GA方法只使用了FAKE、IMDB数据集中50个样本的子集。

**文本分类** 我们使用不同类型的文本分类任务来研究我们方法的有效性。

Pothesis是包含、神经或矛盾的前提。

**MNLI**语言推理数据集上的多体裁文本，涵盖了转录的语音、流行语和政府报告（[Williams等](#_bookmark39)，[2018](#_bookmark39)），这与SNLI数据集相比，包括与训练域匹配的评价数据和与训练域不匹配的评价数据，更加复杂，具有多样化的书面和口语风格文本。

*●*

## 自动评估指标

为了衡量生成样本的质量，我们设置了各种自动评价指标。成功率，是攻击后准确性的反面，是衡量攻击方法成功与否的核心指标。同时，扰动百分比也是至关重要的，因为从基因上讲，较少的扰动会导致更多的语义一致性。此外，在黑盒设置下，目标模型的查询是唯一可获取的信息。一个样本的恒定查询不太适用。因此每个样本的查询次数也是一个关键指标。正如在TextFooler（[Jin等人](#_bookmark27)，[2019](#_bookmark27)）中使用的那样，我们还使用通用句子En- coder（[Cer等人](#_bookmark20)，[2018](#_bookmark20)）来衡量对抗样本和原始序列之间的语义一致性。为了在语义保存和攻击成功率之间取得平衡，我们设置了一个语义相似度分数的阈值来ﬁlter相似度较低的例子。

1 https://datasets.imdbws.com/。

2[https://www.kaggle.com/c/fake-news/data](http://www.kaggle.com/c/fake-news/data)

**Dataset Method 原有的 Acc 被攻击的 Acc 扰动% 查询数 Avg Len 语义模拟**

BERT-Attack(我方)

**15.5 1.1 1558**

**0.81**

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| **假的** | TextFooler([Jin et al.](#_bookmark27) , [2019](#_bookmark27)) | 97.819.3 | 11.7 | 44038850.76 | |
|  | GA([Alzantot等人](#_bookmark18)，[2018](#_bookmark18)) | 58.3 | 1.1 | 28508 | - |

BERT-Attack(我方)

**5.1 4.1 273**

**0.77**

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| **Yelp** | TextFooler | 95.66.6 | 12.8 | 7431570.74 | |
|  | GA | 31.0 | 10.1 | 6137 | - |

BERT-Attack(我方)

**11.4 4.4 454**

**0.86**

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| **IMDB** | TextFooler | 90.913.6 | 6.1 | **11342150.86** | |
|  | GA | 45.7 | 4.9 | 6493 | - |

BERT-Attack(我方)

**10.6 15.4 213**

**0.63**

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| **AG** | TextFooler | 94.212.5 | 22.0 | 35743 | 0.57 |
|  | GA | 51 | 16.9 | 3495 | - |

BERT-Attack(我方)

7.4**16.1 /12.4/9.316/30**

0.40/**0.55**

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| **SNLI** | TextFooler | 89.4(H/P)**4.0**/20.8 | 18.5/33.4 | 60/1428/ | **180.45**/0.54 |
|  | GA | 14.7/- | 20.8/- | 613/- | - |

BERT-Attack(我方)

**7.9/11.9 8.8/7.919/44**

0.55/**0.68**

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| mMatNchLeId | TextFooler | 85.1(H/P)9.6/25.3 | 15.2/26.5 | 78/15211/**210.57**/0.65 | |
|  | GA | 21.8/- | 18.2/- | 692/- | - |

BERT-Attack(我方)

**7/13.7 8.0/7.124/43**

0.53/**0.69**

|  |  |  |  |  |  |
| --- | --- | --- | --- | --- | --- |
| 误区 | TextFooler | 82.1(H/P)8.3/22.9 | 14.6/24.7 | 86/16212/**220.58**/0.65 | |
|  | GA | 20.9/- | 19.0/- | 737/- | - |

表1.对各种ﬁne-tuned BERT模型的攻击结果。攻击不同的BERT模型的结果。TextFooler是最先进的基线。对于MNLI任务，我们分别攻击假设(H)或前提(P)。

## 攻击结果

如表[1](#_bookmark6)所示，BERT-Attack方法成功地愚弄了其下游的ﬁne-tuned模型。在文本分类和自然语言推理任务中，重新调整的BERT都不能正确地对生成的对抗性样本进行分类。

攻击后的平均准确率低于10%，说明大部分样本都成功地扰动了最先进的分类模型。同时，扰动百分比小于10%，这比以前的作品明显要少。

此外，**BERT-Attack**成功地攻击了所有列出的任务，这是在diverseﬁed领域，如新闻分类，审查分类，在不同领域的lan- guage推理。结果表明，该攻击方法在dif- ferent任务中是稳健的。与[Jin等人](#_bookmark27)([2019](#_bookmark27))[3](#_bookmark7)和[Alzantot等人](#_bookmark18)([2018](#_bookmark18))[4](#_bookmark8)介绍的强基线相比，BERT-Attack方法更efﬁcient

3https://github.com/jind11/TextFooler 4https://github.com/QData/TextAttack。

且更不易察觉。我们的方法的查询次数和扰动比例要小得多。

我们可以观察到，由于扰动百分比非常低，所以一般来说，在处理复习分类任务时比较容易。BERT-Atack可以通过只替换少量的单词来误导目标模型。由于平均序列长度相对较长，目标模型往往只通过序列中的几个词来进行判断，这不是人类预测的自然方式。因此，这些关键词的扰动会导致目标模型的预测不正确，暴露出它的脆弱性。

## 人类评价

为了进一步评估生成的对抗性样本，我们设置了人工评估，以衡量生成的样本在语气和语法以及语义保存方面的质量。

我们请人类评委对生成的广告混合句子的语法正确性进行打分。

versarial样本和原始序列，按照[Jin等人](#_bookmark27)（[2019](#_bookmark27)）的评分从1-5。然后，我们要求人类评判员在经过洗牌的原始文本和对抗性文本的混合中进行预测。我们使用IMDB数据集和MNLI数据集，对于每个任务，我们选择100个原始样本和对抗性样本供人类法官使用。我们请三位人类注释者来评估这些例子。对于标签预判，我们取多数类作为预测标签，对于语义和语法检查，我们使用注释者之间的平均得分。

从表[2](#_bookmark9)中可以看出，对抗样本的语义得分和语法得分都与原样本接近。MNLI任务是一个由人类精心设计的基于前提的hy- potheses构建的句子对预测任务，因此原始句子对共享相当多的相同单词。这些词的扰动会使人类法官无法正确预测，因此准确率低于简单的句子分类任务。

**Dataset 准确度 语义语法**

Original 0.90 3.9 4.0

**MNLI**

Adversarial 0.70 3.7 3.6

Original 0.91 4.1 3.9

**IMDB**

Adversarial 0.85 3.9 3.7

表2：人的评价结果。

## BERT-对其他型号的攻击

BERT-Attack方法也适用于攻击其他目标模型，而不仅仅局限于其整调模型。从表[3](#_bookmark10)中可以看出，该攻击对基于LSTM的模型是成功的，说明BERT-Attack对各种模型都是可行的。在BERT-Attack下，ESIM模型在MNLI数据集中更加稳健。我们认为，分别对两个句子进行编码可以得到更高的鲁棒性。在攻击 BERT-large 模型时，表现也很出色，说明 BERT-Attack 不仅仅是针对自己的ﬁne- tuned 下游模型，还能成功攻击不同的预训练模型。

# 消融和讨论

## 考生号的重要性

候选池范围是BERT-攻击算法中使用的主要超参数。从图[2](#_bookmark11)中可以看出，攻击率是随着候选池大小的增加而上升的。直观地讲，一个较大的

**Dataset Model Ori Acc Atk Acc Perturb %**

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
| **IMDB** Word-LSTM 89.8 | | | 10.2 | 2.7 |
|  | BERT-大号 | 98.2 | 12.4 | 2.9 |
| **Yelp** | 字-LSTM | 96.0 | 1.1 | 4.7 |
|  | BERT-大号 | 97.9 | 8.2 | 4.1 |
| **MNLI** | ESIM | 76.2 | 9.6 | 21.7 |
| 匹配的BERT-大号 | | 86.4 | 13.2 | 7.4 |

表3：BERT-攻击与其他模型的对比。
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图2：在攻击过程中使用不同的候选数*K*。

*K*会导致语义相似度降低。然而，通过通用句子编码器进行的语义测量却保持在一个稳定的范围内，（经验表明，语义相似度下降不到2%），这说明候选句子都是合理的，并且与原句在语义上是一致的。

此外，一个固定的候选数在实际使用中可能是僵化的，所以我们运行一个测试，使用一个阈值来切断可能性较小的候选数，作为一个可信的扰动。

从表[4](#_bookmark12)中可以看出，当使用可扩展阈值-老来切断不合适的候选者时，攻击过程中的查询次数较少，这说明被掩蔽的lan-guage模型预测的一些候选者的预测分数较低，可能没有意义，所以跳过这些候选者可以节省不必要的查询。这说明，被掩蔽的lan-guage模型预测的一些预测得分较低的候选者可能没有意义，所以跳过这些候选者可以节省不必要的查询。

**Dataset Method Ori Acc Atk Acc 查询 %** IMDBFixed*-*90.9 11.4 K454。

有Threshold 90.9 12.4 440人

表4：灵活的候选人 使用门槛来切断不合适的候选人。

## 5.2 序列长度的重要性

BERT-Attack方法是基于上下文u- alized masked language模型的。因此，序列长度在高质量的扰动过程中起着重要作用。可见，与之前的方法专注于攻击NLI任务的假设不同，我们的目标是其平均年龄长度较长的前提。这是因为我们认为，当处理极短的序列时，上下文替换将不太合理。为了避免这样的问题，我们认为很多词级的同义词替换策略可以与BERT-攻击相结合，使得BERT-攻击方法更加适用。

|  |  |  |
| --- | --- | --- |
| BERT-Atk85.1 | 7.9 | 8.8 |
| 匹配+Adv Train 84.6 | 23.1 | 10.5 |

**Dataset 方法 Ori Acc Atk Acc Perturb % MNLI (MNLI)**

表5：对抗性训练结果。

**Dataset 型号**LSTM BERT-底座 BERT-大号 Word-LSTM - 0.78 0.75

表明该模型更难被攻击。因此，生成的数据集可以作为额外的数据，用于进一步探索如何使神经模型更加稳健。

**Dataset Model 语义Yelp** BERT-5.1 4.1 Atk0.77

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  | 不含副词 | 7.1 | 4.3 | 0.74 |
| **MNLI** | BERT-Atk | 11.9 | 7.9 | 0.68 |
|  | 不含副词 | 14.7 | 9.3 | 0.63 |

表7：对分词级攻击的影响。

## 5.4对子词级攻击的影响

BPE方法是目前处理大量词的最有效的方法，如在BERT中使用。我们建立了一个不使用子词级攻击的对比实验。即我们跳过那些被标记了多个子词的词。

从表[7](#_bookmark15)中可以看出，采用分词级攻击可以获得更高的表现，不仅在攻击成功率上更高，而且在减少

**IMDB**

BERT 0.83 - .71

BERT 0.87 0.86 -

扰动百分比。

**数据集方法 Atk Acc Perturb % Semantic**

ModelESIM BERT-base BERT-large

|  |  |  |  |  |
| --- | --- | --- | --- | --- |
|  | ESIM | - | 0.59 | 0.60 |
| **MNLI** | BERT-base | 0.60 | - | 0.45 |
|  | BERT-大号 | 0.59 | 0.43 | - |

**MNLI**

匹配

MIR 7.9 8.8 0.68

Random 20.2 12.2 0.60

LIR 27.2 15.0 0.60

表6：以攻击的accu- racy作为评价指标的可转移性分析。栏为攻击中使用的目标模型，行为测试模型。

## 5.3 转移性和对抗性训练

为了测试生成的 adver- sarial 样本的可转移性，我们采取针对不同目标模型的样本来攻击其他目标模型。这里，我们使用BERT-base作为所有不同目标模型的屏蔽语言模型。从表[6](#_bookmark14)中可以看出，样本在NLI任务中是可转移的，而在文本分类中转移性较差。

同时，我们使用从训练集生成的对抗样本进一步对目标模型进行ﬁne- tuning，然后在之前使用的测试集上进行测试。如表[5](#_bookmark13)所示，在ﬁne- tuning中使用的生成样本帮助目标模型变得更加健壮，同时精度接近于用清洁数据集训练的模型。攻击变得更加difﬁcult。

表8：最重要排名(MIR)与最不重要排名(LIR)

## 对词语重要性排序的影响

字词重要性排名策略应该是为了筛选出对NN模型至关重要的关键，这很像计算FGSM算法中错误预测的最大风险([Good- fellow et al.](#_bookmark25) , [2014](#_bookmark25))。当不使用词重要性排名时，攻击算法的成功率就会降低。

**Dataset Method 运行时间(秒/样本)**

BERT-Attack(w/o BPE) 14.2)

IMDBBERT-Attack(w/BPE) 16.0)

Textfooler([Jin etal.](#_bookmark27) , ) 201942.4.

GA([Alzantot etal.](#_bookmark18) , ) 20182582.

表9：运行时间比较。

DatasetLabel

Ori 有些房间有阳台，. Hypothesis 所有的房间都有阳台。矛盾

**MNLI**

Adv许多房间都有阳台. Hypothesis 所有的房间都有阳台关闭。中性 这是很难的小说诺桑觉寺的爱好者坐在通过这个BBC改编和负

**IMDB**

东方

为什么有这么多关于Tilney家族和Tilney夫人的死亡的事实被不必要地改变了?’

这是很难的小说诺桑觉寺的情人坐在通过这个BBC的改编和积极的

为什么有这么多关于Tilney家族和Tilney夫人的死亡的事实被不必要地改变？’

我第一次看到这部电影在80年代初......它真的有很好的画质太......无论如何，我是积极的

**IMDB**

东方

很高兴我又找到了这部电影......我最喜欢的部分是当他从这个可怜的家伙劫持汽车......这是一部电影，我可以看一遍又一遍。 我强烈推荐它。

我第一次看到这部电影在80年代初......它真的有很好的画质太......无论如何，我是消极的。

我很高兴再次发现这部电影......我最喜欢的部分是当他劫持汽车从这个可怜的家伙......这是一部电影，我可以看一遍又一遍.我非常推荐它。

表10：一些生成的对抗性样本。原点标签是正确的预测，而标签是不利的预测- tion。只有红色部分受到扰动。我们只攻击MNLI任务中的处所。FAKE数据集和IMDB数据集中的文本被切割成表中的ﬁt。原始文本包含200多个单词。

## 运行时间比较

由于BERT-Attack在生成过程中不使用语言修改器或句子编码器来测量输出序列，同时，查询数量较少，因此运行时间比以前的方法更快。从表[9](#_bookmark16)中可以看出，BERT-Attack比generic algo- rithm([Alzantotetal.](#_bookmark18) , [2018](#_bookmark18))快得多，是Textfooler的3倍。

## 生成对抗性句子的例子

从表[10](#_bookmark17)中可以看出，生成的对抗性样本与它的原始输入在语义上是一致的，而目标模型却做出了不正确的预言。在审查分类样本和语言推理样本中，扰动不会误导人类法官。

# 结论

在这项工作中，我们提出了一种高质量且有效的方法**BERT-Attack**，利用BERT屏蔽语言模型生成对抗性样本。实验结果表明，所提出的方法在保持最小扰动的同时，实现了较高的成功率。尽管如此，由掩蔽语言模型生成的候选词有时可能是反义词或与原词不相关，造成语义损失。因此，增强语言模型以生成更多的语义再扰动，可以成为未来完善BERT-Attack的一个可能的解决方案。
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